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Aspect-guided Syntax Graph Learning for
Explainable Recommendation

Yidan Hu, Yong Liu, Chunyan Miao, Gongqi Lin, Yuan Miao

Abstract—Explainable recommendation systems provide explanations for recommendation results to improve their transparency and
persuasiveness. The existing explainable recommendation methods generate textual explanations without explicitly considering the
user’s preferences on different aspects of the item. In this paper, we propose a novel explanation generation framework, namely
Aspect-guided Explanation generation with Syntax Graph (AESG), for explainable recommendation. Specifically, AESG employs a
review-based syntax graph to provide a unified view of the user/item details. An aspect-guided graph pooling operator is proposed to
extract the aspect-relevant information from the review-based syntax graphs to model the user’s preferences on an item at the aspect
level. Then, an aspect-guided explanation decoder is developed to generate aspects and aspect-relevant explanations based on the
attention mechanism. The experimental results on three real datasets indicate that AESG outperforms state-of-the-art explanation
generation methods in both single-aspect and multi-aspect explanation generation tasks, and also achieves comparable or even better

preference prediction accuracy than strong baseline methods.

Index Terms—Explanation generation, explainable recommendation, hierarchical graph pooling.

1 INTRODUCTION

ECOMMENDATION systems have been widely used

to help users make decisions by suggesting them a
list of items they may have interests. Various types of
recommendation methods have been developed based on
collaborative filtering [1] and deep learning techniques [2].
Although these methods can usually achieve satisfactory
performances, it is still very hard to explain their recommen-
dation mechanisms. Thus, many recent research efforts [3],
[4], [5], [6], [7] have been devoted to building explainable
recommendation models that explain why an item is rec-
ommended by generating high-quality explanations, which
can help improve the transparency and persuasiveness of
recommendation systems. In practice, different strategies
may be adopted to explain the recommendation results,
e.g., images, the behaviors of relevant users, and textual
descriptions of relevant items [8]. In this work, we focus
on generating high-quality review text to explain the rec-
ommendation results presented to the user.

The review generation methods for explainable rec-
ommendation can be roughly classified into two groups:
template-based approaches and natural language genera-
tion approaches [8]. The template-based methods generate
explanations by filling the generated words in a sentence
template. For example, in the template “You might be in-
terested in [aspect], on which this product performs well”,
we can replace [aspect] by a generated aspect to produce
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text explanation for item recommendation [9]. However,
template-based explanations are uninformative and not per-
suasive. Moreover, designing high-quality templates usually
requires domain knowledge. Natural language generation
approaches can generate more natural and flexible sen-
tences. Such approaches have recently attracted increasing
research attention. However, the pioneer works [10], [11]
focus on generating short reviews or tips only based on
given attributes (e.g., user ID, item ID, and rating value).
Thus, it is difficult for them to generate reliable explanations
without considering other generative signals [9], [11].

Aspects, an important type of generative signal, which
usually represent item features (e.g., “price” and “ro-
mance”), have recently been exploited to build aspect-
aware explanation generation models [12], [13], [14]. In these
methods, the aspects are extracted from the user-generated
reviews and used to train the explanation generation model.
These methods assume the user’s interested aspects are
available for explanation generation. In practice, this as-
sumption usually does not hold, because we need to predict
the user’s preferences for different aspects of a target item
in many application scenarios. The aspect-aware generation
framework [15] provides a potential solution to address this
problem. However, this method only considers the user ID,
item ID, and the rating value as inputs. Thus, it cannot be
effective in capturing the aspect-relevant details of the user
and item for generating long and informative explanations.

To address this problem, we build a review-based syntax
graph to provide a unified view of the user/item details
based on the review data. Firstly, a syntax dependency tree
is built from each review. The relations in the dependency
tree provide important clues to mine aspects, details, and

opinions. From Figure 1 (a), we observe two sub-trees: story
nmod:with amod nmod:with

twists interesting, story ———— characters

20, memorable. They are both built up with the structure
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Fig. 1: An example of the review-based syntax graph. (a) shows the dependency tree structures of two reviews. (b) shows
the review-based syntax graph built based on the nodes and relations extracted from the dependency trees of reviews.

of aspect — details — opinion. To aggregate the details of the
same aspect in different reviews, we construct the review-
based syntax graph by connecting details in different de-
pendency trees. As shown in Figure 1 (b), details about love
story, such as characters and twists, can be directly connected
to love story in the review-based syntax graph.

Moreover, we propose a novel explainable recommenda-
tion framework, i.e., Aspect-guided Explanation generation
with Syntax Graph (AESG). Specifically, AESG performs
hierarchical aspect-guided graph pooling on the user/item
review-based syntax graph to extract the aspect-relevant
information for building the user/item representation. The
user’s interests are matched with the item properties at the
aspect level to predict her preferences for different aspects
of the item. Then, an aspect-guided explanation decoder is
developed to generate aspects and aspect-relevant explana-
tions based on attention mechanisms. To demonstrate the
effectiveness of the proposed AESG model, we perform
extensive experiments on three real-world datasets. The
experimental results indicate that AESG outperforms state-
of-the-art explanation generation methods, and achieves
comparable or even better preference prediction accuracy
than baseline methods.

2 RELATED WORK

This section reviews the most relevant works about explain-
able recommendation methods, review-based recommenda-
tion methods, and graph-based recommendation methods.

2.1

Explainable recommendation has recently attracted a lot of
research attentions. Various methods have been proposed to
provide different types of explanations for the recommen-
dation results [8], such as feature-based explanations [16],
textual sentence explanations [14], [17], [18], visual explana-
tions [19], [20], [21], and social explanations [22], [23]. This
work mainly focuses on the explainable recommendation
methods that generate textual sentence explanations for the
recommendation results.

In the literature, there are two main groups of text-based
explanation generation methods for explainable recommen-
dation, namely template-based and generation-based meth-
ods. Template-based methods generate recommendation ex-
planations by filling pre-defined templates with different

Explainable Recommendation Methods

words for different users. For example, the explicit factor
model [9] generates the explanations by filling in the aspect
in the pre-defined template. Moreover, [17] introduces a
template-based explainable recommendation model with
aspects and opinions. However, these methods cannot pro-
vide more details about user preferences, and manually
designing the template is also time-consuming.

Generation-based methods focus on developing natural
language generation methods for explainable recommenda-
tion. For example, [10], [11], [24] employ Recurrent Neural
Networks (RNNs) based methods to encode the attribute
information, e.g., user ID, item ID, and rating value, to gen-
erate explanations for recommendation results. Moreover,
[25] uses generative adversarial networks to provide person-
alized explanations for each user. However, these methods
cannot generate reliable and precise explanations due to the
lack of guided information. To address this problem, other
auxiliary information has been exploited to generate expla-
nations from given aspects [12]. For example, [13] introduces
the reference-based seq2seq model that treats historical jus-
tifications as references. [18] utilizes a Transformer-based
generation method to exploit both IDs and item aspects for
explainable recommendation. [26] employs an unsupervised
neural aspect extraction model to learn the aspect repre-
sentation and exploit aspect information in the explanation
generation process. In addition, the neural template-based
explanation generation framework [14] has also been devel-
oped to integrate the advantages of both the template-based
and language generation methods. It first uses the given
aspect as a template and then generates template-controlled
explanations.

These aforementioned methods usually consider the
user’s interested aspects as extra information to generate
controlled explanations. However, it is challenging to detect
a user’s preference on different aspects. To solve this prob-
lem, [15] proposes a coarse-to-fine generation framework,
which first generates a sentence skeleton and then generates
the aspect-aware explanations. In addition, [27] presents a
knowledge enhanced review generation model that exploits
knowledge graph (KG) information to generate aspect-
aware explanations. One main limitation of these methods
is that they can not explicitly generate specific aspects.
Differing from existing methods, the proposed AESG model
exploits review-based syntax graphs from review data to
first predict users’ preference on different aspects, and then
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Fig. 2: Overall structure of the proposed AESG model. In this figure, we use the aspect and explanation generation processes

of a single word “characters” as an example.

generate aspects and aspect-relevant explanations.

2.2 Review-based Recommendation Methods

The user-generated review data have been widely stud-
ied to enhance the recommendation performance [4], [28],
[29]. For example, [28] employs two parallel Convolutional
Neural Networks (CNN) and a shared layer to exploit the
review data to improve the learned user and item repre-
sentations. The recent studies [30], [31], [32] apply attention
mechanisms to improve recommendation performance by
searching informative text from users’ textual reviews. For
example, in [33], a dual attention-based CNN is used to
combine both local attention and global attention to find
the key information from reviews. In [4], the attention
mechanism is used to select useful review text from existing
review data by weighing their importance, and this extra
information is then incorporated to predict rating scores.
Moreover, [29] designs a local attention layer and a mutual
attention layer to jointly learn the features from the user
reviews and model the user-item interactions.

2.3 Graph-based Recommendation Methods

Graph Neural Networks (GNN) are effective in exploit-
ing graph structures to improve recommendation perfor-
mance [34]. For example, [35] uses efficient random walk
and graph convolution algorithms to learn item represen-
tations, considering both graph structure and item fea-
tures. [36] employs graph convolutional networks to extract
high-order relations from the user-item bipartite interaction
graph. Moreover, some recent works [32], [37], [38] build
graphs from review text and use GNN to extract the se-
mantic information from reviews. For instance, [39] intro-
duces a graph-based contrastive learning framework that
exploits review information to enhance the user-item inter-
action graph for improving recommendation performance.
Moreover, [40] also shows that GNN can help improve
the performance of sequential recommendation models. For
example, [41] uses GNN to model users’ session-based
behavior sequences. [42] applies GNN to exploit context
information from the global item transition graph and each
session graph for sequential recommendation. In this work,
the proposed model designs aspect-guided graph pooling

to learn the syntax information, and capture the user pref-
erence and item properties from the review-based syntax
graph.

3 PRELIMINARIES

In this section, we introduce some background about the
construction of review-based syntax graph and the research
problem studied in this work.

3.1 Review-based Syntax Graph Construction

In this work, we denote the historical reviews of a user
u by D, = {d.,d?,--- ,d"u} and the historical reviews
of an item i by D; = {d},d?,---,d!'*“}, where ng, and
ng; denote the number of reviews associated with u and
1, respectively. To better understand the review data, we
build a user review-based syntax graph G, and an item
review-based syntax graph §; from the review sets D,
and D;, respectively. For each user u, we first apply text
pre-processing techniques (e.g., tokenization and spelling
checker) on D,. Then, dependency parsing [43] is used
to automatically generate constituent-based representation
(i.e., dependency tree) for each review sentence based on
syntax. As shown in Figure 1 (a), there are two depen-
dency trees built from Review 1 and Review 2, respec-
tively. A syntax relation drawn from a fixed inventory of
grammatical relations set [44] connects two nodes in the
dependency tree. We perform pruning to remove relations
with little aspect-relevant information, instead of directly
removing words. Specifically, we remove the following three
relations from the dependency tree: 1) “det” relation that
refers to the determiner relationship between two words, 2)
“punct” relation that refers to punctuation in the sentence,
3) “nmod:poss” relation that refers to the possessives rela-
tionship between two words. Next, isolated words will be
removed. Then, we leverage the same words as connection
nodes to connect different dependency trees built from
sentences in D,,. After that, we can obtain the user review-
based syntax graph G, = {X,,&,}, where X, denotes the
set of nodes (i.e., words), and &, denotes the set of edges
& = {(ap,r,x¢)|zh,2¢ € Xy,r € R}. Here, r denotes
the relation connecting the two nodes, and R is the set of
all possible relations. Similar operations are performed on
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the item reviews D; to obtain the item review-based syntax
graph G; = {X;,&;}.

By connecting the same words in different dependency
trees extracted from reviews of the same user/item, we
can build relationships between different review sentences
that have similar content. Then, each review sentence can
be described by a subgraph of the syntax graph. If two
sentences share more common words, there will exist more
connections between their corresponding subgraphs. Thus,
the review-based syntax graph provides a more complex
structure that can describe the content of each review sen-
tence, as well as the relationships between similar review
sentences. Similar operations have also been applied in
previous studies [45], [46] to obtain text representations.

3.2 Problem Formulation

Following [14], [47], we first extract aspects from the his-
torical review data using the tool developed in [9]. For
each user u, we extract aspects from D,,. Then, we sort the
extracted aspects according to their occurrence frequency
in descending order, and choose the top-n ranked aspects
to describe the user properties, which are denoted by
Q. = {q,q%,-- ,q"}. Similarly, for each item i, we can
obtain its top-n most frequent aspects extracted from D,
and denote them by Q; = {q},q?, - ,¢"}. In this work, we
study the following explainable recommendation problem:
given a user w and an item 1%, their historical aspect sets Q,, and
Q;, and review-based syntax graphs G,, and G;, we aim to predict
the user’s preference r,,; on the item, mine the user’s interested
aspects Ay, = {a1,az, - - , am } of the item, and generate aspect-
aware explanations Py; = {p1,p2,- - ,Pm}, in the form of a set
of sentences.

4 THE PRoPOSED AESG FRAMEWORK

Figure 2 shows the overall framework of AESG, which con-
tains the following main components: 1) syntax graph repre-
sentation learning (SGRL), 2) aspect matching, 3) preference
prediction, and 4) aspect-guided explanation decoder. Next,
we introduce the details of each component.

4.1 Syntax Graph Representation Learning

The objective of the SGRL module is to extract represen-
tations for each review-based syntax graph. Recall that
the aspects in Q,, and Q; are ranked in descending order
based on their occurrence frequency. We argue that the
more frequently an aspect appears in the reviews of a
user/item, the more important it is to the user/item. Thus,
we firstly apply a BILSTM f to encode the word embedding
of an aspect g, and obtain output backward hidden state
as the representation f(gq). The BiLSTM can capture the
position information in the ranking list, which indicates
the importance of aspects. Then, hierarchical aspect-guided
graph pooling is used to extract the review-based syntax
graph representation at the aspect level. We propose an
aspect-guided graph pooling (AGP) operator to effectively
extract the aspect-specific knowledge from the review-based
syntax graph. AGP employs the user/item historical aspects
to guide review-based syntax graph representation learning.

4.1.1 Aspect-guided Graph Pooling Operator

Figure 3 (a) shows the workflow of the AGP operator.
The inputs of an AGP operator include a graph G =
{X,&,X, A} and an aspect g with its representation f(q).
Here, X and £ denote the set of nodes and edges in G,
respectively. X is the node feature matrix and A is the adja-
cency matrix. Firstly, a graph attention network (GAT) [48]
is used to encode graph G. For each node z;, € X, the
feature of x, is updated by aggregating the input features
of neighborhood nodes and adding its input feature x;, by
self-loop as,

Rp=xn + » alzy,r,z)x Wi, 1)
€N,

where W; € R%Xdo jg 3 learnable weight matrix, N
denotes the set of first-hop neighbors of xj in the graph,
and «(zp,r,x;) denotes the attention score between two
nodes z; and zj. Following [48], we define the attention
score a(xp, T, Tt) as,

exp [m(zp, 7, 24)]

Z-’Et/ ENy, €xXp [ﬂ-(xhv r, xt/)] -

)

Oé(.fh, T, .'L't) =

Here, n(zp,r,x;) is implemented by the following atten-
tional mechanism,

m(xp,r, 1) = 01 (xn W) (x W3 + TWy) 1), 3)

where r is the embedding of the relation 7, o1(-) is
LeakyReLU activation function, Wy, W3, W, € Rdoxdo gre
learnable weight matrixes. We use a matrix X to denote the
updated features of all nodes.

Inspired by previous graph pooling methods [49], [50],
[51], we define the following aspect-aware importance score
to describe the relevance of each node in G to the given
aspect g,

8(xp) = abs(Xn f(q) "), )

where abs(+) denotes the absolute value function. The nodes
in G can be ranked according to d(x;,) in descending order.
Then, we denote the set of top-K ranked nodes by &
and their indices by Z. In this work, we empirically set
K = [p|X|], where p is the pooling ratio, | - | denotes
the cardinality of a set, [-] is the ceiling function. The
new features of nodes in X and adjacency matrix A of the
corresponding graph are defined as,

X =ReLU(X[Z,:]W5 +b1), A=A[L,Z], (5

where W35 € RE*do and by € R'*% are the weight matrix
and bias vector respectively. X[Z,:] is row-wise indexed
feature matrix. A[Z,7] aims to obtain the row-wise and
column-wise indexed adjacency matrix from A. Then, X
and A are the new feature matrix and the corresponding ad-
jacency matrix after pooling. Moreover, we use £ to denote
the set of edges that describe the connecting relationships
between the nodes in &'. Then, the output of the AGP

operator is denoted by G = {X,&, X, A}.
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Fig. 3: (a) shows the flow of the AGP operator where g and
G denote the input aspect and graph. (b) shows the flow of
review-based syntax graph representation learning.

4.1.2 Hierarchical Graph Pooling

We perform hierarchical graph pooling on the item/user
review-based syntax graph, by staking AGP operators.
Here, we only introduce the hierarchical graph pooling on
the user review-based syntax graph G,,. The same process is
also followed on the item review-based syntax graph G;. As
shown in Figure 3 (b), we conduct L layers graph pooling
on G,, guided by the user aspect set Q,, = {¢.,q2, -+ ,q"}.

At the (-th layer, there are n AGP operators The
input graph of the k-th AGP operator is gu e =
{XZ kl, 55 kl, Xu i ,Af; kl} The representation f(qu) of as-
pect ¢* is used to gu1de the pooling in the k-th AGP opera-
tor. The output graph of this AGP operator is Qi - Note that
the inputs for the first layer gu r =Gy fork=1,2---n
We perform max poohng on Xu i to obtain the aspect-aware
graph representation gu, i at the /-th layer. After performing
the above pooling operation L times, we can obtain multiple
representations of G, that are relevant to the aspect qﬁ, ie.,
gi’ o 82 ,glﬁ - 1o fuse the graph representations from
fine-grained to coarse, we concatenate these representations
to form the representation g of the review-based syntax
graph G, as gﬁ = gi_,k @ giyk D -- gka Similarly, we
can define the representation g¥ of the review-based syntax
graph G; for an item i.

4.2 Aspect Matching

To better describe the user’s preference on different aspects,
we compute aspect-level user representation S, and item
representation S; by concatenating the representations of
historical aspects with those of the review-based syntax
graphs as follows,

gé o f (qz;)

gl © flaf)

g, @ fla,)
g @ f(qa)

w o flan)

S, = ;Si:

5

Following [52], [53], we use S,, and S; as features to define
the following aspect level importance weight matrix,

M, ; = ReLU(S, WS, ), (7)

where W, € R4 *d" is a learnable weight matrix, and
d =dyoxL+di.InM,; € R"*", each element M, ; [z, ]
describes the importance of the y-th item aspect to the z-th
user aspect. Then, we fuse the aspect level information of
the user and item with M, ; as follows,

e ¢(Siwf S MI,i(Squ)>7 )

where W$, W5 € R"? are trainable parameters, and
¢(+) denotes the mean pooling operation. Here, v,, aims to
incorporate user interested aspects and the user preferences
for the item aspect. Similarly, v; aims to combine item
typical aspect and the representation of aspects that are
highly relevant to the user.

4.3 Preference Prediction

For each user u, we feed the user ID embedding e, into
a Multi-Layer Perceptron (MLP) and concatenate its output
with her aspect level preference vector v, to form the final
representation as follows,

w = MLP,(e,) ® W v,, (10)

where W? € R(24)%4> js 3 Jearnable parameter. Similarly,
we can obtain the final representation x; of the item <.
Then, we concatenate x,, and X; to form x. A Factorization
Machine (FM) layer [54] is applied to predict the user u’s
preference on the item ¢ as follows,

n n
Fui = bo + by +b; +xw ! + Z Z (vi, vj) zizy, (11)
i=1 j=i+1
where by, b, and b; are global bias, user bias, and item bias.
v; and v; are the i-th and j-th variants. w € R1*(4d2) g
coefficient vector, and (-, -) is the dot product of two vectors.

4.4 Aspect-guided Explanation Decoder

In AESG, we adopt two attention-based Long Short-Term
Memory (LSTM) models as the aspect decoder and explana-
tion decoder, respectively. This section introduces the details
of these two decoders.

4.4.1 Aspect Decoder

As shown in Figure 3, for each aspect ¢, we can obtain
the node feature matrix X%, of the graph g,ﬁ i after graph
pooling on the user review-based syntax graph. Similarly,
we can also obtain the node feature matrix X% ‘, after graph
pooling on the item review-based syntax graph Then, we
stack all aspect-relevant node feature matrices to form the

following matrices,
X Xi
12)
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Note that, in X,, and X;, each row denotes a node feature
vector. To initial the hidden state, we first map the predicted
rating 7,,; into a sentiment representation v, to guide aspect
and explanation generation as,

v, = ReLU(W_ 7y + b)), (13)
where W" € RX41 and b’ € R1*% are a trainable weight
matrix and a bias vector. Then, we feed v,., v, and v; into
an MLP layer as,

h{ = MLP, (v, & v, ® v;). (14)

To fully exploit the review-based syntax graph information,
at each decoding time-step j — 1, we incorporate hidden
state h?_l and each node feature x, € X,, (i.e., each row in
X,) to calculate attention vector c& j—1as,

i1 = exp(MLP(x, ® h?_1))
et Zxé X, exp(MLP(x; ¢ h;ﬁl)’

a _ 2: j—1
cu,jfl - Bu,z Xz

x,€X,

(15)

where 77! is a scalar describing the correlation between
the node feature x, and the hidden state h;1 1and ¢
is a weighted sum of all the node features in X,,.

Similarly, we can obtain the attention vector cf ;_; from
X;. The next time-step hidden state hf is,
fl(}—l =hj_, ®cy ;1 ®ci;_, Dhg,
hi = LSTM(h;‘ 1 E(wi_1)), (16)

where the E(w{_;) is the embedding of the previous aspect
wj_y. hj is fed into an MLP layer to obtain the probability
of target aspect wf as,

P(wf) = softmax(W,hj + b,), 17)
where W, € R%*da ig 4 trainable parameter, d,, is the size
of the aspect vocabulary.

4.4.2 Explanation Decoder

After the user interested aspect set w® has been generated,
we can further generate aspect-relevant explanations. For
the j-th explanation p; € P, we utilize the j-th hidden state
h? of aspect encoder as the initial hidden state hY ;. Follow-
ing Eq. (15) and Eq. (16), we further use the review-based
syntax graphs obtain attention vector ¢} ;, ; and ¢}, ,
at each decodmg time-step ¢ — 1. We also concatenate h¥;,

Ci,j,tflf c; j.+—1, and previous hidden state to obtain hj,tfl'
Then, h?)t_l and the embedding of previous predicted word

E(wf_’t;l) are fed into the decoder as,

h?, = LSTM(h?,_,, B(w?, ,)). (18)
The probability of target word w? , is calculated as,
P(w?,) = softmax(W,h’ , +b,), (19)

where W, € R4*4v is a weight parameter and d,, is the
size of the vocabulary.

4.5 Multi-task Learning Objective Function

For the explanation generation task, we define the following
cross-entropy losses for aspect and explanation generation
respectively,

[Auwil
€ = 7 2 —loB(P(u).
( 1 |;uz‘ |pJ
W= ] Xy 2P0 @

where |A,;| and \73,“-\ denote the length of ground-truth
aspect and explanation sets for a given user-item pair (u, 7).
|pj| denotes the length of the ground -truth explanation for
the j-th aspect P(w$) and P(w?,) denote the probability
of aspect w; and word wh ;. In addition, we also choose
preference pred1ct1on as an auxiliary task to learn the AESG
model and define the loss function as follows,

K(T) (rui - Tuz)Qa (21)

where 7,; and r,; denote the predicted and ground-truth
rating values respectively. The final loss function of the
proposed AESG model is defined as follows,

ﬁ (22)
(u,i)eO

where O denotes the set of observed user-item pairs in
the training data, and |O| is the cardinality of set O. The
entire framework can be effectively trained by minimizing
Equation (22) using end-to-end back propagation.

5 EXPERIMENTS

In this work, we perform experiments to evaluate both the
explanation generation performance and preference predic-
tion performance of the proposed AESG model.

5.1 Experimental Settings
5.1.1 Experimental Datasets

The experiments are conducted on the Amazon Review
dataset [55] and Yelp Challenge 2019 dataset!, which have
been widely used for explanation generation. For the Ama-
zon review dataset, we choose the following 5-core subsets
for evaluation: “Kindle Store” and ”Electronics” (respec-
tively denoted by Kindle and Elec.). For the Yelp dataset and
Amazon review dataset, we keep users and items that have
more than 20 and 5 reviews for experiments respectively,
due to the limitation of computation resources. In each
dataset, a record consists of user ID, item ID, overall rating,
and textual review. Following previous studies [47], [56],
we first extract aspects from the review data by the tool
developed in [9]. Then, we only keep records that contain
more than one aspect and extract aspect-relevant sentences
from reviews as target explanations. Table 1 summarizes
the statistics of experimental datasets. For each dataset, we
randomly split the data into training, validation, and test
data by the ratio 8:1:1.

1. https:/ /www.yelp.com/dataset/challenge
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Dataset | # Users #Items # Reviews # Aspects
Kindle 44,589 46,691 650,575 2,683
Elec. 118,607 45,334 1,036,965 7,345
Yelp 22,982 15,525 1,072,495 7,070

TABLE 1: Statistics of the experimental datasets.

5.1.2 Evaluation Metrics

For the explanation generation task, we use BLEU [57],
ROUGE [58], and METEOR [59] as the evaluation metrics,
which evaluate the text similarity between the generated
and gold explanations. BLEU evaluates the n-gram overlap
between gold and generated explanations. ROUGE evalu-
ates the recall, precision, and accuracy of the n-gram over-
lap. METEOR calculates the harmonic mean of each word
precision and recall based on the whole corpus. However,
these traditional language generation metrics can not mea-
sure whether the predicted explanations could express the
gold aspects. To better evaluate the generated explanation,
we also employ the Feature Matching Ratio (FMR) [14] to
measure whether generated explanation can include the tar-
get aspects. To evaluate preference prediction performance
of different methods, we use Mean Absolute Error (MAE) as
the evaluation metric. The definition of MAE is as follows,

1
MAE:? Z

| | (u,d)ET

(23)

Tui — Tui|a

where T denotes the set of test data, 7,; denotes the
predicted rating value, 7,; denotes the rating value in test
data, | - | denotes the size of a set. Note that larger BLEU,
ROUGE, METEOR, and FMR values indicate better results
for explanation generation task, and lower MAE values
indicate better performance for preference prediction task.

5.1.3 Baseline Methods

We compare AESG with the following state-of-the-art expla-

nation generation methods,

o Att2Seq [10]: It incorporates the Seq2Seq model [60] and
attention mechanism to learn the user’s preference from
the user attributes and generate review explanations.

o ExpNet [12]: It utilizes an encoder-decoder framework to
expand a short phrase to a long review by combining
the user and item information with other auxiliary side

information.
e Ref2Seq [13]: This method follows the structure of

Seq2Seq and learns the representation from the user and
item reviews to generate explanations.

o NETE-PMI [14]: It adopts MLP to predict the rating and
then generates a template-controlled sentence with the
predicted aspect.

o ACEF [15]: It uses MLP to encode different attributes and
applies a coarse-to-fine decoding model to generate long
reviews.

o PETER [18]: This method uses the Transformer structure

for personalized explanation generation. It can simultane-
ously make recommendation and generates recommen-
dation explanation based on the user and item IDs.
Moreover, we also compare AESG with NETE-PMI,
PETER, and the following rating prediction methods to
evaluate its ability in predicting users” preferences,
o PMF [61]: This is the probabilistic matrix factorization
method developed for rating prediction.
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e SVD++ [62]: This method exploits both the user’s pref-
erences on items and the influences between items for

recommendation.
e CARL [63]: This method uses CNNs to learn relevant

aspects from the review data;

e RMG [37]: It uses a multi-view learning framework to
incorporate the review contents and the users’ rating
behaviors for the recommendation.

5.1.4 Implementation Details

In this work, all the evaluated methods are implemented
by PyTorch [64]. For explanation generation methods, the
learning rate is chosen from {0.0005, 0.0007, 0.002}, and the
batch size is set to 16. We empirically set the max vocabulary
size d, to 30,000. All the remaining words are replaced
by the special token (UNK). For single-aspect explanation
generation, we set the max sentence length to 15. For multi-
aspect explanation generation, we set the max feature length
to 4 and set the max sentence length to 25. During the
inference process, we use the greedy search algorithm to
generate explanations.

In AESG, we set the hidden size d; and word embed-
ding size to 128. The pre-trained Google News vectors®
are used to initialize the word embeddings. The graph
node embedding size dj is chosen from {8, 16, 32, 64, 128},
and the dimension of user and item id embeddings ds is
chosen from {8, 16,32, 64,128}. Adam is used to optimize
the model with a cosine annealing learning rate decay [65].
The number of graph pooling layers L is set to 2. Moreover,
we set the number of top-ranked aspects n extracted from
the user/item reviews to 4. In Att2Seq, we set the dimension
of attribute embeddings to 64. For the decoding process,
the dimension of word embeddings and hidden vectors are
set to 512. The dropout rate is set to 0.2. For the ExpNet
model, we set the dimension of attribute embeddings and
word embedding to 64 and 512 respectively. The dimension
of the aspect embedding is 15. For the decoder part, we
set the hidden size of GRU to 512, and the dropout rate is
set to 0.1. For Ref2Seq, the dimension of word embeddings
and hidden vector are 256. For encoder and decoder, the
dropout rates are set to 0.5 and 0.2. For NETE-PMI, we set
the dimensions of word embeddings and attribute vectors
to 200. The size of RNN hidden states is set to 256. The
dropout rate is 0.2, and the regularization parameter is set to
0.0001. In ACE, aspects are extracted by TwitterLDA, and the
number of aspects is set to 10. For each aspect, the number of
keywords is set to 50. The dimension of word embeddings
is set to 512. The hidden size of the 2-layer GRU is set to 512.

The hyper-parameters of preference prediction methods
are set as follows. For PMF and SVD++, the learning rate
is chosen from {0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05}, the
dimensionality of embeddings is chosen in {8, 16, 32, 48, 64,
128}, and the batch size is set to 512. For RMG, the learning
rate is selected from {0.01, 0.005, 0.001, 0.0005}, the number
of CNN:ss filters is set to 150 and the kernel size is 3. For
CARL, the learning rate is chosen from the {0.05, 0.01, 0.005,
0.001}. The dimension of ID embedding and hidden state
are 50 and 200. The number of CNN filters is 40.

2. https://code.google.com/archive/p/word2vec/
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Single-aspect Generation Multi-aspect Generation
Datasets | Methods  —gr—p19) B (%l; R1(%) RL(%) M%) | FMR B1(%) B4 (%F)) R1(%) RL(%) M%)

Att2Seq 022 139 1.95 1496 1177 581 | 046  18.01 219 1980 1347 688

ExpNet 027 1480 286 1565 1280 595 | 039 1287 213 1731 1197 509

Kindle | Ref2Seq 029 1546  3.07 1766 1442 668 | 046 1347 229 2091 1434 627
NETE-PMI | 016  12.09 121 1320 1032 49 N - - N N .

ACF 013 1455 3.8 1558 1314 596 | 018 1252 220 1743 1180 520

PETER 049 1636 2091 1688 1390  7.05 | 045 1399 249 1933 1328 620

AESG 043  16.42 3.34 1808 1465 715 | 0.65  19.10 2.66 2313 1488 837

Att2Seq 006 1108 0.43 1135 8.81 125 [ 018 1493 0.67 1625 1103 529

ExpNet 005 1203 0.36 12.20 9.51 460 | 018 1464 058 1669 1145 497

Elec Ref2Seq 010 1270 0.66 1405 1099 478 | 021  11.78 0.64 1782 1198 486
: NETE-PMI | 011 1128 0.62 12.08 9.45 490 - - - - - -

ACF 008 1131 0.34 1251 9.57 333 | 018  11.99 0.31 14.69 9.38 4.08

PETER 018  13.32 0.64 1407 1093 550 | 028 1504  0.80 1785 1198 546

AESG 011 1384 065 1410 1090 544 | 031 1678 0.86 1854 1334 697

Att2Seq 006 1206 0.92 1245 9.84 133 [ 019 1670 091 17719 1300 561

ExpNet 008 853 0.69 1434 1102 444 | 022 1613 103 1823 1447 555

Yelp Ref2Seq 009 1332 1.05 1616 1287 515 | 023 1345 0.96 1893 1467 542
NETE-PMI | 010 1173 0.84 1422 1105 440 . - - - N -

ACF 008 1226 0.54 1436 1187 374 | 022 14.09 0.65 1547 1163 408

PETER 014 1166 104 1585 1230 498 | 031 1372 103 1912 1426 557

AESG 010 1452 104 1694 1335 533 | 027 1707  1.07 1830 1470 688

TABLE 2: Explanation generation performance achieved by different methods in terms of FMR, BLEU (%), ROUGE (%),
METEOR (%). B, R and M refer to BLEU, ROUGE and METEOR. Note that NETE-PMI generates explanations with a single
aspect, thus we only report its single-aspect explanation generation performance.

Single-aspect Generation

Multi-aspect Generation

Datasets | Methods | —pye—p 1y B4 %) RI(%) RL(%) M) | FMR BI1(%) B4 RI1(%) KL% M%)
cindle | PETER [ 049 1647 304 1720 1418 701 | 045 1404 245 1953 1350 621
AESG 0.45 16.59 3.36% 18.32* 14.87** 7.14** 0.63* 19.56* 2.61* 23.25* 15.10* 8.48*
Eloc PETER | 0.19 1353  0.69 1441 1108 555 | 029 1494 077 1778 1193 541
: AESG 011 1456* 069  1513* 1150 573 | 0.32* 16.86* 087  19.06*  12.60*  7.14*
Yelp PETER | 014 1195 108 1595 1241 500 | 031 1373 105 1916 1425 559
AESG 0.09 14.39* 1.02 16.69* 13.26* 5.45* 0.25 17.12* 1.12* 18.36 14.61* 6.83*

TABLE 3: The average explanation generation performance achieved by AESG and the best baseline method PETER, after
repeating the experiments five times. * and ** indicate the statistical significance over the best baseline respectively for
p<0.01 and p<0.05 via Student’s t-test.

Methods Kindle Electronics Yelp

PMF 0.6214 0.8292 0.7982
SVD++ 0.5723 0.8492 0.8022
CARL 0.5223 0.7794 0.7766
RMG 0.5555 0.8203 0.8035
NETE-PMI 0.5284 0.8537 0.7763
PETER 0.7939 0.9938 0.9290
AESG 0.5069 0.7836 0.7760

TABLE 4: The preference prediction performance achieved
by different methods in terms of MAE. The best results are
in bold faces and the second-best results are underlined.

5.2 Performance Comparison

Table 2 summarizes the performance of the single-aspect
and multi-aspect explanation generation tasks achieved by
different methods. As shown in Table 2, ExpNet usually
achieves better performance than Att2Seq by using aspects
to guide the generation process. Ref2Seq obtains better
results than ExpNet and Att2Seq, especially on FMR metric.
One potential reason is that Ref2Seq uses the user’s histor-
ical reviews as inputs for explanation generation. And the
review data contains more aspect-relevant information that
can help include more aspects in the generated sentence.
In addition, ExpNet outperforms NETE-PMI on the Kindle
dataset, in terms of all metrics. It may because that ExpNet
uses an attention fusion layer to control the generation
outputs. Compared with Ref2Seq, ACF does not extract side
information from the review data as input, and it also gen-

erates sentences by filling the generated templates based on
predicted aspects. Its explanation generation performance
is highly dependent on the quality of input aspects. In ACF,
the aspects are extracted by TwitterLDA [66], thus the aspect
quality could be influenced by the review data quality and
the given number of latent topics. We also observe that PE-
TER achieves better performance than Ref2seq, especially in
the multi-aspect generation task. One potential reason is that
PETER employs an extra task to support text generation.

Moreover, as shown in Table 2, AESG usually achieves
the best explanation generation performance on all datasets,
by enhancing explanation generation with user and item
review-based syntax graphs. The review-based syntax
graph aggregates information from all the reviews asso-
ciated with the user/item to provide a unified view of
the aspect-relevant details about the user/item. Thus, the
review-based syntax graph can also help weaken the im-
pacts caused by noise reviews. To further investigate the
improvements achieved by AESG, we first repeat the ex-
periments of AESG and the best baseline method PETER
five times. Table 3 summarizes the average explanation
generation performance achieved by PETER and AESG. We
can note that AESG consistently outperforms PETER on all
three datasets. Then, we perform Student’s t-test over the
results of PETER and AESG. As shown in Table 3, most
of the improvements achieved by AESG are statistically
significant with p-value smaller than 0.05.
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Methods FMR BLUE-4 (%) ROUGE-L (%) MAE
AESG 0.65 2.66 T4.88 0.5069
AESGuw/oacr 0.68 2.39 1440 05075
AESGear 0.65 2.33 14.41 0.5099
AESGrstm 0.63 243 14.71 0.5127
AESGggrr 0.62 2.58 15.47 0.5339
AESGaip 057 241 224 0.5095
AESGimpiici 0.64 2.22 14.90 0.5084
AESGy /o relation | 0-57 2.58 15.50 05141

TABLE 5: The performance achieved by different variants of
AESG on the Kindle dataset.

The preference prediction performance achieved by dif-
ferent methods is shown in Table 4. We can note that the
review-based methods usually achieve better performance
than traditional matrix factorization method (i.e., PMF and
SVD++). Moreover, the proposed AESG method achieves
the best preference prediction performance on Kindle and
Yelp datasets, and achieves the second best prediction per-
formance on Electronics dataset, in terms of MAE. These
observations indicate that the user preference predicted by
AESG can support the high-quality explanation generation.

5.3 Ablation Study

In this section, we perform ablation study to analyze the
effectiveness of different components of AESG.

5.3.1 Impacts of AGP Operator

To study the contributions of the AGP operator, we study
the performance of the following three variants of AESG,

e AESG,,/0acp: In this variant, the AGP operator is re-
moved from the model. For the aspect and explanation
attention, we use the node feature of the original review-
based syntax graph to replace the node feature of the L-th
graph.

o AESGqgar: In this variant, the aspect-aware graph pooling
module of AGP is removed. We only use GAT to learn the
representation of the review-based syntax graph.

o AESGismv: In this variant, the AGP operator is replaced
with LSTM to update the representations of nodes in the
graph. For the aspect and explanation attention calcula-
tion, it is same as AESGy /o aGp-

o AESGggrt: In this variant, the AGP operator is replaced
with the pre-trained BERT model, and other settings
follow AESGLSTM.

As shown in Table 5, AESG outperforms AESGy /. acp,
AESGgar, and AESGisty, in terms of BLEU-4, ROUGE-
L, and MAE. This demonstrates that the AGP operator
can benefit both the prediction of user preference and the
explanation generation. Besides, AESGggrr achieves better
performance than AESGigmy in terms of language metrics
(i.e., BLUE-4 and ROUGE-L). This indicates that the pre-
trained BERT model has better language generation ability
than the traditional language model LSTM. Moreover, the
performance of AESG and AESGgggr is comparable in terms
of language generation metrics. However, AESG performs
better than AESGgggr in the rating prediction and aspect
generation tasks.

The FMR metric measures whether the target aspect can
be included in the generated sentence. As shown in Table 5,
AESG outperforms most variants, except AESG,/, acp and
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p | FMR BLEU-4 (%) ROUGE-L (%) MAE

0.1 | 0.66 2.25 14.13 0.5107

03 | 053 2.57 14.67 0.5069

0.5 | 0.65 2.66 14.88 0.5069

0.7 | 0.66 2.49 14.68 0.5159

09 | 0.52 2.54 14.99 0.5126
TABLE 6: Performance of AESG with respect to (w.r.t.)

different graph pooling ratio p on the Kindle dataset.

L | FMR BLEU-4 (%) ROUGE-L (%) MAE
1 0.69 222 13.78 0.5144
2 | 0.65 2.66 14.88 0.5069
3 | 065 2.62 15.79 0.5081
4 | 0.68 2.26 13.70 0.5113

TABLE 7: Performance of AESG w.r.t. different settings of
the number of pooling layers L on the Kindle dataset.

AESGgar, in terms of FMR. Specifically, the AESG can
achieve 0.65 in terms of FMR which means that 65% of
generated sentences can include the target aspect. Although
AESG,, /o acp achieves a better FMR value than AESG, it
achieves worse performance in BLUE-4 and ROUGE-L. One
potential reason is that AESG,,acp only considers the
word-level (i.e., node-level) information in the review-based
syntax graph, which is beneficial for aspect generation.
However, AESG employs graph pooling to obtain hierarchi-
cal representations of the review-based syntax graph, which
can exploit both the world-level information and other high-
level information, e.g., sentence-level information, from the
review-based syntax graph. This high-level information can
be described by substructures of the review-based syntax
graph, and it is beneficial for sentence explanation genera-
tion. As AESG captures more high-level information, it may
ignore some world-level information. Thus, its FMR value
is lower than that of AESGy, /0 acp-

5.3.2 Impacts of Historical Aspects

To study the impacts of historical aspects, we consider the
following two variants of AESG for evaluation,

o AESGyp: In this variant, we replace BILSTM with MLP
to extract features from the historical aspects.

o AESGippiicit: In this variant, we replace the feature of the
historical aspect with a randomly initialized vector, which
can be learned in model training.

As shown in Table 5, AESG achieves better performance
than AESGymrp and AESGimplicit- This observation indicates
that the historical aspect set is helpful to mine the user
preference for aspects, and the BiLSTM structure can help
learn better representations for historical aspects.

5.3.3 Impacts of Grammatical Relations

To study the impacts of grammatical relations in the review-
based syntax graph, we remove the relation embedding in
Eq. (3) and denote this variant of AESG by AESGy, /. Relation-
As shown in Table 5, AESG achieves better FMR, BLUE-4
and MAE values than AESGy, /o Relation- This indicates that
the grammatical relations can help improve the explanation
generation performance.

5.4 Parameter Sensitivity Study

In this work, we employ the AGP operator to mine the
aspect-relevant information from the review-based syntax
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Fig. 4: Performance of AESG with respect to different settings of historical aspect number n on the Kindle dataset.

Model FMR BLEU- (%) ROUGE-L (%) MAE
AESGs 063 2.94 15.38 05216
AESGg 0.65 2.66 14.88 0.5069
AESGy/op 0.67 2.60 15.30 0.5102
Ref2Seqp 031 251 12.73 -
Ref2Seqq 0.46 2.29 14.34 -
Ref2Seqy /op | 045 222 14.22 -

TABLE 8: Performance of AESG and Ref2Seq with/without
pre-trained word embeddings on Kindle dataset. “B” and
“G” means using BERT or GloVe as pre-trained embeddings,
and “w/o P” means without pre-trained embedding. Note
Ref2Seq does not include the preference prediction module.

graph. We perform experiments to evaluate the impacts of
the number of historical aspects n on the performance of
AESG. Figure 4 shows performance trends of AESG with
respect to different settings of n. As shown in Figure 4, we
can note that AESG achieves the best FMR value when n
is set to 2. This indicates that the generated sentences have
the highest probability to cover the user’s interested aspects.
The best BLEU-4 and MAE values are achieved when n is set
to 4. Moreover, the best ROUGE-L value is achieved when
n is set to 8. In the experiments, we empirically set n to 4,
due to its best performance on BLEU-4.

Moreover, we also study the performance of AESG with
respect to different settings of the graph pooling ratio p,
which represents the proportion of nodes retained. When
p is set to 0.1, it means that the model only retains 10%
of nodes in each graph pooling operation. As we set the
graph layer to 2, only 1% of nodes in the review-based
syntax graph are remained after two AGP operations. Ta-
ble 6 summarizes the performance of AESG with respect to
different settings of p. We can note that the best FMR values
are achieved by setting p to 0.1 and 0.7. For text generation
metrics, the best BLEU-4 and ROUGE-L values are achieved
when p is set to 0.5 and 0.9, respectively. The best preference
prediction performance in terms of MAE is achieved when
p is set to 0.3 and 0.5.

Table 7 shows the performance of AESG with respect
to different settings of the number of pooling layers L on
the Kindle dataset. As shown in Table 7, the best FMR
value is achieved when L is set to 1, and better BLEU-
4, ROUGE-L, and MAE values are obtained when L is
set to 2 and 3. When L is set to 1, the AESG model
only aggregates the first-order neighbourhood information
of nodes in the review-based syntax graph. AESG mainly
captures the word-level information that can benefit aspect

generation. Thus, a better FMR value is achieved when L is
1. When L is set to 2 or 3, AESG can capture more high-order
neighbourhood information of nodes in the syntax graph,
which can be treated as the sentence-level textual informa-
tion that can help the sentence explanation generation. Thus,
AESG achieves better performance in BLEU-4, and ROUGE-
L, when L is set to 2 and 3. When L = 2, AESG can achieve
the best performance in terms of BLEU-4 and MAE, thus it
is appropriate to set L to 2 in the experiments.

5.5

Pre-trained embeddings are obtained from models trained
on large datasets, thus they usually contain rich semantic
information. To evaluate the performance of AESG without
pre-trained embeddings and the effectiveness of pre-trained
embeddings in our tasks, we summarize the performance of
AESG with/without pre-trained embeddings on the Kindle
dataset in Table 8. Here, we only compare AESG with
Ref2Seq, which is the best baseline method in explanation
generation, and it also uses reviews as inputs.

As shown in Table 8, the pre-trained BERT embeddings
can help improve the performance of both models in terms
of BLEU-4. Moreover, AESG,,/, p achieves better FMR value
than AESGp and AESGg. This indicates that using pre-
trained embeddings cannot help the proposed AESG model
cover more user-interested aspects in the generated sen-
tences. Moreover, we can also note that the proposed AESG
model consistently outperforms baseline method Ref2Seq
under different settings.

Impacts of Pre-trained Embeddings

5.6 Case Study

Figure 5 shows examples of the single-aspect and multi-
aspect explanations generated by different methods for a
given user-item pair. We highlight the important words in
the review documents based on the word importance (refer
to Eq.(4) for definition) extracted from the first graph layer
of the AGP operator. As shown in Figure 5, “fairy”, “tales”,
“romance”, “character”, “story”, “love”, and “enjoy” are
considered important words and selected in the first pooling
layer of AESG. Most of these important words appear in
the reference text, indicating the proposed AESG model can
capture important information from the input data. Com-
pared with the explanations generated by baseline methods,
the generated sentences from AESG cover more important
words, e.g., “enjoy”, “romance”, “characters”, and “story”.
This indicates that the selected words can help generate
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Review document of item (ID: 35849):

Review document of user (ID: 32951):

' truly - reading this book. The characters are fitting and the story is
full of suspense. A truly _ Cinderella love story.',

"This book reminded me of Cinderella. It was well written and kept you
attention all the way through. | would highly recommended this book. If
the old adage phrase of 'LOVE CONQUERS ALL' applies to this story. | hope
you - it as much as I did.",

'This story is an interesting blend of Cinderella, making Prince Charming a
werewolf. The prologue was a bit confusing, but helps set the stage and
ties it to the stories to come. Loupe and Etienne are great characters and |
hope they are mentioned in the next story.',

'An extremely fun romp through the Cinderella story with a very wolfish
-. Overall, a very nice homage to both the traditional - tale and
current _ romance. | especially loved seeing the transformation
in the heroine and, well, you just got to love it when romping, frolicking
puppies play a role in a story. As an added bonus, the introduction and
afterward were extremely intriguing in their own right, creating a context
for additional stories in a series that promises to re envision traditional

- talesin a _ romance -.'

'Enjoyable romantic _ story. Extremely likable -

Would highly recommend it. Mary Chase Comstock does a nice . of
making you feel like you are in the - }

'An enjoyable - involving superheroes....really liked all the -!
Looking forward to possible - Worth your time, and its free.",

'This was a laugh out loud story. | really enjoyed the writing style along
with all the EERSCEENS; both the good BHYE and bad BUYE. It is a quick,
easy - I would love to- more stories about Emily and Rick.',

"It was a little slow in the beginning and then really began to flow. |
- - about Margaret and Ezra and their families. | liked the
- we see in Margaret as we follow her progress in helping the
Chinese immigrants in San Francisco. It also was interesting to - the
-- that Margaret was loosely based on a real person.”,

"If you want a - wacky - to - this is your book.

Throw in a ghost and you have Once upon a ghost a story about a
woman who believes and a man who doesn't. -!"

Single-aspect Explanation Multi-aspect Explanation
Reference | Fairy tales and romance to read it. Fairy tales and romance to read it.
Text The characters were enjoyable.
Generated review given by user 32951 on item 35849

Att2Seq The author did a good job of character development. No complaints.

| have read several of the books in this series and enjoyed .
ExpNet | can’t wait for the next one.

them.
ACF I till this book free from the author. | found the characters to be perfectly and the plot driven.
REf2seq A very enjoyable read. A very enjoyable read. A very good read. A very good read.
NETE-PMI | Character development was good. -
PETER | can't wait to read more from the next book. The story was good and the characters were well developed.
AESG | would recommend this book to anyone who enjoys a good | | would recommend this book to anyone who likes a good romance.

romance. The characters were interesting and the story line was good.

Fig. 5: Explanations generated by different methods for a given user-item pair. The highlighted words in review documents
denote the key information captured by AESG. The words with dark yellow background have larger importance scores
than the words with a yellow background. The words in red color match the important words in the review documents.
The target aspects are underlined. Note that NETE-PMI cannot generate multi-aspect relevant explanations.

high-quality explanations. Moreover, for single-aspect gen-
eration, “romance” is the target aspect. In the multi-aspect
generation task, “romance” and “character” are the target
aspects. We can see that the explanations generated by
AESG can better express these target aspects than baseline
methods. In addition, the explanation sentences generated
by AESG are also more natural than those generated by
baseline methods.

Moreover, Table 9 shows explanations generated for dif-
ferent users, with the same given item. We can note different
users can receive different explanations even for the same
item. The generated explanation sentences can cover the
different important information for different user-item pairs,
e.g., “book”, “illustrations”, and “cute”. To have a better
understanding of personalized explanations, we study the
overlap of generated aspects for different users, with the
same given item. Specifically, we define the following aspect
overlapping ratio (AOR) for testing items,

AOR(i) = T
IMT\(IUTI GZMT y EMTZu 2y MAui U Awi]
AOR = Z AOR(i (24)

lEIT

where U] denotes the set of users that have interactions
with ¢ in the testing data, A,; denotes the set of aspects
generated for the testing (u, 7) pair, and Zr denotes the set of
items in testing data. Table 10 summarizes the AOR values
and the average number of aspects (ANA) of the expla-
nations generated by AESG on three datasets. The results
in Table 10 further demonstrate that the proposed AESG
method can generate personalized explanations for different
users even on the same item. Note that the ANA values
in single-aspect generation task are larger than 1. This is
because that, besides the generated aspects, the explanation
decoder of AESG may generate some other words that are
also aspects.

6 CONCLUSION

This paper proposes a novel explainable recommendation
model, namely Aspect-guided Explanation generation with
Syntax Graph (AESG). Specifically, AESG employs a review-
based syntax graph that captures the user/item details
from the review data to enhance explanation generation.
An aspect-guided graph pooling (AGP) operator is pro-
posed to distill the aspect-relevant information from the
review-based syntax graph. Moreover, an aspect matching
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Item ID | User ID Explanations
33892 Reference Text | Terry treetop is a delightful series of children’s books.
AESG This is a great book for kids to read.
35726 24091 Reference Text | Where is my home is an entertaining and fun story with colourful illustrations.
AESG The illustrations are great and the story is very well written to read.
30318 Reference Text | The colourful illustrations and the cute characters make this book a good read for young.
AESG This is a cute book this book is a great little read.
91648 Reference Text | Been using these for years and they are great for the price.
AESG I have had these discs for years and they are great time thing I use for a few years.
31066 29221 Reference Text | These DVD s work fine and seem to be just as good as other brands.
AESG The quality is very good and the price is right.
98885 Reference Text | Good price these were a good price so I bought these.
AESG The price is right I have been using these for a few years and they are very good quality thing.

TABLE 9: Explanations generated by AESG for different users, with the same given item. The highlighted word appears in

both ground-truth and generated sentences.

Dataset Single-aspect Generation | Multi-aspect Generation
AOR ANA AOR ANA
Kindle | 0.2392 2.8543 0.1407 6.7743
Elec. 0.1433 2.1300 0.1118 6.4207
Yelp 0.3489 1.8843 0.3587 7.2043

TABLE 10: The aspect overlapping ratio (AOR) and the aver-
age number of aspects (ANA) of the explanations generated
by AESG on three datasets.

mechanism is developed to match the user preferences
and item properties at the aspect level. Furthermore, an
aspect-guided decoder is also developed to first predict
the user interested aspects and then generate the aspect-
relevant explanations. The experimental results on real
datasets demonstrate that AESG outperforms state-of-the-
art explanation generation methods.
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